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ABSTRACT

We present a study investigating the impact of dynamic tactile
feedback on performer navigation of a continuous pitch space
on a digital musical instrument. Ten musicians performed a
series of blind pitch selection and melodic tasks on a self-
contained digital musical instrument with audio-frequency
tactile feedback that was generated in response to their inter-
action. Results from the study show that tactile feedback can
positively impact a performer’s ability to play in tune when
the instrument is hidden from sight, however with a temporal
impact on performance. Furthermore, several playing tech-
niques were observed that emerged from the performer’s en-
gagement with the tactile feedback conditions. We discuss
the implications of our findings in the context of tangible in-
terface design and non-visual interface navigation. We also
discuss how our implementation suggests guidelines for fu-
ture instruments and interfaces incorporating dynamic tactile
feedback and present a novel tactile feedback technique that
uses tactile ‘beating’.
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INTRODUCTION

We present an investigation into how performers navigate the
pitch space of a simple musical instrument under different
dynamic tactile feedback conditions. In this paper, we use the
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term dynamictactile feedback to indicate actively-generated
vibrations which change in response to user input, this is in
contrast with passive or statictactile feedback which remains
qualitatively similar for any user input. Our aim is to evaluate
how dynamic tactile feedback can assist a performer to play
in tune within a continuous pitch space, and whether it does
so in a way that enhances or detracts from the user experience.

Tactile feedback through an instrument’s body is a natural
property of most acoustic instruments. Askenfelt and Jans-
son [1] show that the vibrations of acoustic string instruments
can readily be perceived by their performers. Other studies
show this feedback to strongly affect evaluations of instru-
ment quality [30], help the performer determine when a note
is settled and stable in the instrument [S] and ensure the per-
former is in tune with neighbouring musicians. Fulford et al.
[8] show that double-bass players can check their tuning via
beat frequencies between their pitch and the ensemble, the
beats transmitted through the instrument, air and floor.

Leman [15, p. 163] describes haptic feedback as “a multi-
modal prerequisite for musical expressiveness” as it gives the
performer a more reliable sense of how gesture translates to
sound at the moment of excitation. In addition to sight, it is
through active exploration of haptic characteristics that a per-
former engages with an instrument [27]. This engagement is
guided by both static factors (material, weight, arrangement
of keys, strings or frets) and dynamic factors (how it responds
to energy put in by the performer) [22].

From this we can see that tactile feedback is fundamental to
instrumental performance, but dynamicfeedback in particular
is often lacking from digital musical instruments, due to the
absence of an inherent mechanical coupling between gesture
and sound [5]. This paper contributes to a growing body of
work on active feedback in musical instruments by examin-
ing how different dynamic feedback conditions affect tuning
accuracy and performer experience.

RELATED WORK

Before continuing, a clarification is needed of terms used to
describe touch, as there is considerable variety in usage even
within the HCI community. Haptic perception is the umbrella
term for perceptions pertaining to touch. It covers two dis-
tinct categories: kinaesthetigerception, which is the sensa-
tion of the movement and position of one’s body parts, and



cutaneousr tactile sensation which is related to the percep-
tion of stimulation of the cutaneous receptors in the skin [29].
This is both a useful theoretical distinction and a true phys-
iological distinction when considering individual sensory re-
ceptors [9]; however, whenever we employ our sense of touch
we are always using a combination of these two sensations.
Our focus in this paper is upon active tactile feedback, that is
sensations felt on the surface of the skin during exploratory
movement.

For Gibson [10] the function of the sense of touch depends
wholly on active exploration: it is through active exploration
that we are able to “isolate invariants” in the flux of incoming
sensory information. Gibson demonstrates that when a sub-
ject is passively presented with a haptic stimulus, they will
describe the object in subjective terms, describing the sensa-
tions on the hand for example. In contrast, when a subject
is allowed to actively explore an object they will generally
report object properties and object identity. Accordingly, ac-
tive touch generally has higher perceptual performance due to
the various human exploratory patterns tailored to each tactile
property [14]. In other words: we can quickly identify an ob-
ject when we are able to actively touch it rather than being
touched by it. Tactile feedback itself has been shown to act
as a support and source of confirmation when interacting with
multi-touch interfaces [35] and both dynamic and static tactile
feedback have been shown to aid navigation and orientation
on touch screen devices [26].

Audio-Tactile Correspondences

There is a growing body of psycho-physical research which
focuses specifically on the perception of musical parameters
through the tactile modality, including studies on pitch per-
ception [18], timbre [28], amplitude-modulated vibrotactile
stimuli [34], consonance and dissonance [33]. This research
generally points to fundamental correspondences of the per-
ceptual systems of touch and audition. Eitan and Rothschild
[6, p. 67] write that both touch and audition “are based on
receptors that respond to pressure stimuli, transferring them
(converted into electrochemical stimuli) through the nerves to
the brain for processing; and both process vibrations, analyz-
ing (albeit with different subtlety) amplitude, frequency and
waveform, within perceptual ranges and JNDs (just notice-
able differences) that are often roughly compatible.” Com-
paratively little research has been conducted on active explo-
ration of systems with dynamic tactile feedback, the focus
rather being on passive sensation of vibrating stimuli.

Haptic Feedback in Digital Musical Instruments

Unlike acoustic instruments, digital musical instruments
(DMIs) often decouple performance interface and sound
source, eliminating a natural channel for haptic cues to reach
the performer. This has been identified as a central problem in
DMI design [5], resulting in considerable research into how
this feedback can be reinstated. Approaches include simulat-
ing the feel of existing musical instruments using vibrotactile
feedback [4], using haptic force-feedback controllers to per-
form digital music [2, 24], augmenting existing instruments
with vibrotactile feedback [7, 25, 3], and using vibrotactile
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Figure 1. Diagram of the instrument’s top surface and front face

actuators for the notification of performance parameters and
sound properties [13, 11].

Haptic Tuning Guidance

Assisting pitch control through haptic feedback was explored
by O’Modhrain [24] who created an instrument similar to the
theremin, but with integrated haptic feedback. From studies
comparing pitch accuracy under various feedback conditions
(including a spring force model) against a case with no hap-
tic feedback at all, she concluded that the existence of force-
feedback within a digital musical instrument can marginally
improve the musical task of pitch selection. This conclusion
has also been reached by Moss and Cunitz [23] in their work
on haptic tuning guidance, which used force-feedback to push
the musician’s finger towards chromatic notes. Berdahl et al.
[2] created virtual haptic detents using active force feedback,
testing it against conditions similar to O’Modhrain’s spring
force. They concluded that the haptic detents model improves
the pitch selection accuracy in comparison to other feedback
conditions or no feedback.

The above studies all rely upon actively guiding a musician’s
movement through force feedback. In this paper, we present
an approach to aid pitch selection based on vibrotactile feed-
back that is directly related to audio output of the instrument
in terms of frequency. A similar paradigm has been explored
by Yoo and Choi [32] with their HapTunedevice, where two
vibrotactile channels are used to guide tuning on a violin. One
of the actuation points is above the elbow and the other be-
low: each are actuated to varying degrees depending on the
distance from the desired tuned note. The goal of the study we
present differs in desiring to test how much can be achieved
through a single channel of vibrotactile feedback that is di-
rectly related to the music being made on the instrument.

INSTRUMENT DESIGN

We created a simple digital musical instrument based on the
BeagleRT audio and sensor environment [20] for the Bea-
gleBone Black single-board computer. BeagleRT allows for
hard real-time, very low latency processing of audio and sen-
sor data. The instrument (Figure 1) is a T-shaped wooden
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box containing a 20cm speaker for audio output, a 40cm-long
touch surface for pitch selection, a vibration transducer me-
chanically coupled to the touch surface for haptic feedback,
and a BeagleBone Black for data processing. The instrument
is designed to be played sitting on the lap of the performer,
with the speaker resting between their legs.

Audio is sampled at 44.1kHz, and touch data is collected
at 200Hz. Audio synthesis and vibrotactile control algo-
rithms were built in Pure Data (https://puredata.info/)
which was converted to C++ code using the Heavy compiler
(https://enzienaudio.com/).

Sensors and Audio Mapping

The form of the instrument is inspired by the D-Box [21], but
with a reduced control space: the performer only has controls
for frequency and amplitude of a monophonic sound (a saw-
tooth wave bandpassed at 330Hz, Q = 0.5). The instrument
has two 20%2.5cm capacitive touch sensors derived from [19]
on the top surface that each sense touch position and contact
area (which roughly corresponds to finger pressure). The two
sensors are joined into a single continuous strip 40cm long.

A simple one-to-one mapping relates touch location to fre-
quency and contact area to amplitude. Frequency is mapped
logarithmically, with a range of two octaves plus one semi-
tone centred an octave below middle C (C3). The centre point
can be felt as a small ridge where the two touch sensors join.
The distance between semitones is approximately 1.6cm.

Tactile Feedback Conditions

Tactile feedback was produced using a HiWave HIAX25C10-
8/HS actuator that was affixed to the bottom of the touch sen-
sor strip, with the magnet able to vibrate freely inside the box.

The sensor strip itself was also able to vibrate freely, as it was
suspended on a felt cradle attached to the top panel of the box.

The actuator is driven with an audio-frequency signal, similar
to a speaker. The frequency of tactile actuation ranged from
approximately 65Hz to 260Hz, following the frequency of the
main audio output. The range of frequencies were chosen to
specifically target the Pacinian receptors whose range of sen-
sitivity is between approximately 50Hz and 350Hz [12]. Ap-
proximate equalisation was applied via a series of four band-
pass filters to the tactile feedback signal to ensure equal in-
tensity across the frequency range.

We considered four tactile feedback conditions, generating a
signal for the actuator based on touch location. The purpose
of the feedback was to communicate to the performer when
they were on or near a diatonic pitch of the C major scale.
The conditions were:

1. No feedback

This was the control condition. No signal was sent to the actu-
ator, but vibrations from the speaker can still be felt through
the case and sensor, albeit at a substantially lower intensity
than the other conditions.

2. Vibrations when in tune

In this condition, the vibration actuator engages when the
pitch is near an (equal-tempered) diatonic note. As seen in
Figure 2(a), the amplitude of the vibrations is 0 when the note
is more than 25 cents out of tune, ramping up to maximum
when the performer is within 8 cents of the correct pitch.

The frequency of the actuator signal is that of the correct pitch
(i.e. the closest equal-tempered note), which will be close but
generally not identical to the frequency played through the
speaker. The waveform was a sine wave. Compared to other
work with fixed-frequency actuation signals [32], we chose
to match the frequency to the nearest note to reinforce the
relationship between tactile and audio output. This also led
to occasional gentle beat frequencies due to the difference in
frequency of actuator and speaker output. The beating effect
inspired the deliberately exaggerated beats of Condition 4.

3. Vibrations when out of tune

As shown in Figure 2(b), this feedback condition applies a
similar technique to Condition 2, but reversed: the actuator is
at maximum amplitude when the performer plays a note more
than 25 cents from the nearest diatonic pitch, reaching zero
amplitude when the pitch is within 8 cents of the target. The
frequency of the actuator signal is identical to the frequency
played through the speaker and the waveform a sine wave.

4. Beat frequency

This condition uses the difference between the target note
and the played note to create haptic ‘beating’ [31], taking
inspiration from the accounts of double-bassists mentioned
above [8]. The beats are generated by interference patterns
between two closely-tuned oscillators, according to the fol-
lowing trigonometric identity:

. . . u+tv
sin(u) + sin(v) = 2 sin cos
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Because the audio frequency differences involved are small,
especially in the instrument’s lower octave, the natural beat
frequencies will be quite slow. To exaggerate the effect, we
applied a warping to the reference frequency as follows:

Let f;,« be the frequency of the speaker output, fi,..q be the
frequency of the closest diatonic pitch and fj.,, be the desired
beat frequency at 50 cents away from the tuned pitch. Then
Jrey 1s the reference frequency used in the calculation of the
warped beat frequency as follows:

fref = 2 fhear | f?pk = Junea | = | fspk = Jruned | )

warped beat frequency = (fpr £ fref) = frunea + 1 3)

We chose to create a beat frequency of 60Hz when the per-
former was 50 cents away from the tuned note, reducing
to beating of 1Hz when the performer played perfectly in
tune. The amplitude envelope applied to the actuator signal
is shown in Figure 2(c). Though on acoustic instruments, the
beating disappears entirely when two notes are precisely in
tune, to implement this behaviour would create a subtle prob-
lem: depending on the relative phase of the two signals, the
in-tune condition could be either a maximum or a minimum
in amplitude, which could be confusing. Instead we chose to
limit the minimum beat frequency to 1Hz so that performers
would be able to feel a slow pulsing when in tune.

Referring back to Equation 1, we see the beating is a form
of amplitude modulation. Here the frequency of the mod-
ulator is the beat frequency, the primary frequency that the
performer perceives, which ranges from 1Hz to 60Hz. The
frequency of the carrier is also variable (the mean of the refer-
ence and speaker frequencies) and provides additional haptic
information. Since the beat frequency alone does not distin-
guish whether a note is sharp or flat, we hoped this additional
carrier frequency information would help the performer dis-
tinguish between these cases.

STUDY

Experiment Design

Method

Our experimental method was derived from Berdahl et al.’s
study on pitch selection with force-feedback haptic assistance
[2]. To assess the impact of tactile feedback on pitch accu-
racy, we asked participants to perform a series of pitch se-
lection tasks and play melodies using each tactile feedback
condition. We recruited 10 participants (3 female) from our
host university. All ten identified themselves as musicians;
eight participants had 10+ years of instrumental experience,
and the other two participants had 3+ years each. The study
lasted around one hour and fifteen minutes per participant.

Setup

Our experiment setup consisted of the musical instrument and
a wooden panel which hid the instrument from sight while the
participant completed the task as can be seen in Figure 3. The

Figure 3. Participant performing on the instrument. The instrument is
hidden from sight by a wooden panel
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Figure 4. The second simple melody that participants had to perform.
Transposed up one octave for ease of reading.

instrument produced sound through the speaker, but the par-
ticipants wore noise-cancelling headphones during the exper-
iment, through which they could hear the same audio signal
played by the speaker. This was to avoid any residual sounds
from the tactile actuator influencing their performance.

The study procedure was as follows:

1. Each participant was introduced to the instrument without
tactile feedback. The procedure of the experiment was ex-
plained, and they were given guidelines about how to play
the instrument: only one hand was to be used on the sen-
sor although they were free to use any finger and change
fingers as they saw fit. Participants were also encouraged
to rest their other hand on the body of the instrument to
enhance the perception of tactile feedback.

2. For each feedback condition, the participant was first given

a note-finding exercise. Six single tones were played in
isolation, and the participant had to match the pitch on the
instrument. This task served two functions: to improve the
participant’s familiarity with the instrument under a given
feedback condition, and to provide us with a metric of their
pitch-finding skill.

3. The participant was then asked to play scales and melodies.

The scale was a 2-octave C major scale, first ascending and
then descending. They could rehearse this until comfort-
able and it was then recorded. For melodies, they would
first listen to the excerpt and be provided with a score (e.g.
Figure 4). Participants were advised to pick an appropriate
tempo that allowed them to maintain accurate tuning with
clear stable notes as well as a steady beat. After practicing
until they felt comfortable, they recorded the excerpt three
times and chose their preferred take after doing so.



4. Every participant performed with all four feedback con-
ditions, presented in a counterbalanced random order be-
tween participants to minimise learning effects. The scales
and melodies were however presented in the same order.

5. Upon completing the set of pitch selection tasks for each
feedback condition, the participant completed a question-
naire about that condition, which included questions about
their perceived tuning accuracy, their comprehension of the
feedback and the mental effort it required. At the end of the
study, the participants filled out an exit survey asking their
favourite feedback condition amongst other questions.

Data collection

Alongside the questionnaire results we also collected perfor-
mance data from the instrument: the speaker signal, the ac-
tuator signal, touch position on the sensor, contact area on
the sensor, the computed closest equal tempered note and
the computed beat frequency for the beat frequency feedback
condition. The two audio streams were sampled at 44.1kHz
while the sensor streams were normalised to a range of [—1, 1]
and up-sampled to a rate of 22.05kHz.

RESULTS

Mean absolute pitch error

Based on the position reading of the touch sensor we com-
pared the pitch of the actual note played by the performer
against the target equal-tempered pitch, which was measured
in semitones (logarithmic with respect to frequency). Perfor-
mances were manually annotated, first segmenting into notes,
then identifying the region within each note when the per-
former settled on a stable pitch. A mean pitch value was
then calculated for each stable section by averaging the pitch
across the stable region. The absolute difference between this
value and the target pitch values for each melody was calcu-
lated. This gave a measure of mean absolute pitch error for
every note performed under each tactile feedback condition.

We used accuracy on the single-note pitch matching test as
a screen for reliability of the rest of the participant’s data.
Figure 5 shows that there was at times large differences be-
tween participants’ performance. We excluded participants
who achieved less than 80% accuracy in the pitch-matching
task. One participant was excluded (Participant 7): as can be
seen in Figure 5 their performance across most of the condi-
tions was markedly worse than other participants.

Overall, averaging all participants and melodies, we found
that in relation to the ‘audio only’ condition, the differences in
absolute mean pitch error are marginally significant (p < 0.08)
in the case of the ‘vibrations when in tune’ condition and sig-
nificant (p <0.05) in the case of the ‘beat frequency’ condi-
tion (Figure 6(a)). For 81% of the melody-participant pairs
the mean pitch error was smaller for the ‘vibrations when in
tune’ than the ‘audio only’ and ‘vibrations when out of tune’
condition. For 76% of the melody-participant pairs the ‘beat
frequency’ condition yielded a smaller mean pitch error than
the ‘vibrations when out of tune’ and ‘audio only’ conditions.

[ Audio Only
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EEm Vibration when out of tune
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Figure 5. Mean absolute pitch error for each feedback condition for each
participant for melody 1. Error bars represent standard error.
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Figure 6. (a) Mean absolute pitch error for each feedback condition
across 9 out of the 10 participants for both melodies. (b) Percentage
of mean tempo in relation to the audio only condition. (c¢) The mean
searching gesture duration (time before reaching a stable note). Error
bars represent standard error.

Timing impact

The average difference in timing for all participants and
melodies was calculated by measuring the duration of each
melodic passage minus the first and last note. Figure 6(b)
shows that the ‘vibrations when in tune’ and ‘vibrations when
out of tune’ were on average performed faster by participants
than the ‘audio only’ condition (83% and 73% of the melody-
participant pairs respectively). The ‘beat frequency’ condi-
tion however was generally slower than the ‘audio only’ con-
dition (73% of melody-participant pairs).

To examine temporal performance in more detail we then
measured the duration of stable notes and the duration of the
gestures used to reach them, the latter of which can be seen
in Figure 6(c). In the ‘beat frequency’ condition there is a
smaller mean stable note duration than in any of the other
conditions even though the time taken to perform each of the
melodies is generally longer: the searchinggestures before a
stable note were the longest for this condition.

Learning effects

The effect of learning was examined by comparing the pitch
accuracy from the first and last feedback conditions each par-
ticipant encountered. For 5 of 9 participants, the feedback
condition that they performed with Prstwas their most accu-
rate, suggesting that learning effects due to the order of condi-
tions are minimal in this study. The counterbalanced random
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Figure 7. Note finding playing technique for ‘vibration when out of tune’
feedback condition. Shows the relationship of finger position and pres-
sure to tactile and audio feedback. (a) audio channel, (b) actuation chan-
nel, (c) pitch from the sensor, (d) pressure (touch size from the sensor).

order of conditions and the opportunity for practice on each
melody also help reduce bias from learning effects.

Playing Technique Observations

Aside from the instruction to play with one hand, the partic-
ipants were not instructed to use a particular playing tech-
nique. We observed a wide variety of playing techniques
that varied both among participants and feedback conditions.
Techniques included the following: sliding from note to note
on a single finger; various fingering positions on the sensor
using different fingers with sliding used for small corrections
or jumps of a large interval; detached playing with one finger
where the performer lifts the finger between each note. These
examples show how each feedback condition engendered its
own playing techniques that participants discovered through
experimentation with the instrument. This finding is similar
to that of Marshall and Wanderley [16, 17] during an equally
open-ended study which evaluated sensor choice for parame-
ter modulation in digital musical instruments.

Note finding

An additional performance technique that was observed un-
der certain tactile feedback conditions was a method for
searching out the correct note before playing (Figure 7). In
this case the performer would lightly touch the sensor and
adjust their position in response to the tactile feedback be-
fore applying more pressure and increasing the amplitude of
the audio output to its full level. It is worth noting that the
finger movement on the sensor in Figure 7 happens over a
distance of ~3mm and lasts ~200ms. We did not mention the
amplitude mapping to the participants, again this technique
appeared as an intuitive response to the feedback condition.

Participant tactile feedback preferences

A summary of the results from the surveys is presented in
Table 1. In general, the ‘vibrations when in tune’ condi-
tion scored best on most metrics, though all tactile feedback

Feedback Condition

Survey Question Audio InTune OutofTune Beating

How successfully did you
play in tune?

(1: Very badly — 10: Per- 4.2 5.82 4.78 5.1
fectly)

How hard was it to play in

tune?

(1: Very easy — 10: Very 6.2 5.2 6.8 6.0
Hard)

Were you able to maintain
your desired tempo?

(1: Not at all — 10: Com-
pletely)

7.3 6.1 5.0 4.8

How mentally demanding
the tactile feedback?

(1: Not at all — 10: Very) N/A 5.9 6.44 6.7

How much did the tactile
feedback assist tuning?

(1: Not at all — 10: Very) N/A 6.9 5.5 6.5
Which was your preferred

condition?

(Number of participants) 0 4 3 3

Table 1. Summary of the responses from the survey conducted at the
end of each feedback condition. The low and high limits of the 10 point
metric are listed under the questions in the left hand column.

conditions appear to reduce participants’ reported ability to
maintain their desired tempo. For 7 of 9 participants, the
preferred feedback condition also yielded their most accurate
performance. There was no clear favourite feedback condi-
tion across all participants. Participants were asked to ex-
plain the reason for their preference. For participants who
preferred ‘vibrations when in tune’, they stated that they liked
the affirmative nature of the feedback, that they were provided
with a clear signal of when they were playing in tune and
could play detached notes and know immediately whether
they were playing the correct note.

Participants who preferred ‘vibrations when out of tune’
stated that they preferred being ‘buzzed’ when out of tune as
this reflected the way they would normally think about pitch
selection on their instrument: when they are playing in an en-
semble and are in tune they don’t think about their tuning; it
is rather when they are out of tune with the ensemble that they
become aware of their tuning and know they must correct it.

Reasons for selecting the ‘beat frequency’ tactile feedback as
the preferred method had to do with the variety and amount of
information it provided. Participants who preferred it stated
that this condition had the most potential for long-lasting en-
gagement, as it allowed micro adjustments to tuning to be
performed and helped maintain a focus on the tactile feed-
back. However, it was acknowledged that this condition was
the most difficult to play melodies with, and that it would
take a longer time than was available in the study to take full
advantage of it. This was confirmed by the results of the in-



dividual condition questionnaires where ‘beat frequency’ was
consistently rated as the most mentally demanding.

Discussion

The study examined how dynamic tactile feedback altered the
navigation of pitch space, focusing on two main questions:
first, how does dynamic tactile feedback impact pitch selec-
tion accuracy when compared to an audio-only condition; and
second, what impact does dynamic tactile feedback have on
the performer’s actions and experience? Considering the first
question, we found that the ‘vibration when in tune’ and ‘beat
frequency’ conditions both provide improvements to tuning
accuracy although with different temporal costs.

The ‘vibrations when out of tune’ condition, although struc-
turally similar to ‘vibrations when in tune’, does not improve
tuning performance across our participants, suggesting that
removing tactile stimulation for task confirmation rather than
adding could impact feedback effectiveness. Although this
condition did not improve tuning accuracy in comparison to
the ‘audio only’ condition, participant preference for a partic-
ular polarity of tactile feedback highlights an important con-
sideration when designing interfaces with tactile feedback:
should the user be informed of successful or unsuccessful
task completion? From this small sample we cannot con-
clude which is generally preferable, but it seems that such a
guideline would need to be informed by both subjective user
preference and objective measurement of performance.

The improved accuracy in combination with the negative tim-
ing impact and performer survey results for the ‘beat fre-
quency’ condition suggest that this tactile signal is either too
nuanced or unfolds too quickly to be useful in a timing criti-
cal situation like the performance of a musical instrument, at
least with the limited learning times that we had in this study.
Nevertheless, the fact that participants found the condition
engaging as well as generally comprehensible means that this
technique could possibly be fruitfully employed in a tactile
interface in which fine accuracy is required but there are not
the same time-pressures as a musical performance.

The reported reduced ability to maintain tempo when using
vibrotactile feedback could be explained by the sensorimo-
tor latency required to process haptic feedback and then act
on it. It could be posited that expert musicians act in a feed-
forward mode when performing, where planning and execu-
tion of musical passages happens at too high a rate to process
the note-by-note responses from their instruments. Novice
musicians on the other hand could be described as taking a
feed-backapproach where the sound and feel of each note
are attended to. In the case of this study there was perhaps
simply not enough time for the participants to advance to the
feed-forward mode, to a point where the vibrotactile feed-
back was supporting their expectations rather than determin-
ing their note-by-note performance on the instrument.

For the second question, we saw several emergent perfor-
mance techniques that were directly influenced by the tac-
tile feedback. The technique of lightly searching for a pitch
before committing with greater pressure suggests that tactile
feedback could be engaged immediately on contact with the

instrument, with the sound only starting once the performer
applies further pressure. This would allow a performer to
confidently find the right pitch before producing a sound.

The high variability in results amongst performers precludes
a statistically definitive answer to which condition is best;
however, the alignment of accuracy and survey data yields
support for the simpler cases, at least for situations where the
user only has a short time to work with an interface.

CONCLUSIONS

We presented a study examining the impact of dynamic tactile
feedback on the navigation of pitch space on a self-contained
digital musical instrument. Our results show an improvement
in pitch selection accuracy with certain types of vibrotac-
tile feedback for our participants: in general accuracy was
improved when participants performed with the ‘vibrations
when in tune’ condition in comparison to the ‘audio only’
condition. An improvement in accuracy was also achieved
in the ‘beat frequency’ condition however with a negative im-
pact on timing and user response. Testing more subjects along
with a more complete statistical analysis will help us solidify
our conclusions which are limited by our sample size.

We also observed a set of emergent gestures linked to the type
of feedback, suggesting that haptic information has a strong
influence on how a performer conceptualises a new instru-
ment. Our pitch accuracy results are necessarily limited to
the particular instrument and participants in this study, but
they reinforce findings from previous studies, especially [2].
Notably, where previous studies used force feedback to push
the performer to the right pitch, our interface requires an ac-
tive correction by the performer. It is interesting that both
methods are successful in improving accuracy. Further inves-
tigations into the generalisability of these findings may have
significant implications for the understanding of multimodal
and cross-modal interaction design, and for the design of new
musical instruments.
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